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QUANTILE REGRESSION

• Quantile regression estimates quantiles of the outcome variable, 
conditional on the values of the independent variables, with median 
regression as the default form

• Stata command: qreg

• Method of minimum absolute deviations



MOTIVATION

• Median regression as an alternative to linear regression
• estimate medians instead of means as a measure of central tendency
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If methods need to be pre-specified & distribution is unknown
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APPLICABLE TO QUANTILE REGRESSION IN 
GENERAL
• To estimate a particular quantile of interest, such as the 10th 

quantile of birth weight to find predictors of low birth weight

• To study how the effect of independent variables vary over different 
quantiles of the dependent variable
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AIM

• To explore the performance of the methods and to arrive at some 
overall recommendations for which methods to use.



SIMULATIONS

Standard normal distribution

Lognormal distribution with μ = 0, σ = 0.7

Gamma distribution with shape = 0.25 and scale = 4.0 

Lognormal distribution with μ = 0, σ = 0.9

Gamma distribution with shape = 0.05 and scale = 50 



SIMULATIONS (cont)

• Replications: 10 000

• Precision (expected): for π=5%: 95% CI 4.57% to 5.43%

• Sample sizes: 25, 50, 100, 500 in each of two groups

• Quantiles: 50%, 75%, 90%

• Covariates: no, weakly, moderately, or strongly correlated to outcome
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Start looking at 
rejection rates



The 
variance-
covariance 
estimators

VCE = Variance-covariance estimator
DET = Density estimation technique
iid = independent & identically distributed

































RESULTS WITH COVARIATE

• In general: similar results

• Most skewed gamma distribution: improved results with a strong 
covariate (however, results were quite awful to begin with)



POWER?



CONCLUSION

• Bootstrap is the only method with consistently good performance

• Gamma distribution creating more problems than lognormal

• Rejection rates 90% percentile > 75% percentile > 50% percentile

• Increasing skewness -> higher rejection rates


